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Plan2

๏ Agents and environments 

๏ Good behavior: the concept of rationality 

๏ Task environment: PEAS (Performance measure, Environment, Actuators, Sensors) 

๏ Different types of environments 

๏ The structure of agents



Agents and Environments



Agents4

๏ Agent: any entity that can perceive its environment via sensors and act on the environment 
via actuators 

๏ Human agent:  
• eyes, ears, and other sensory organs;  
• hands, legs, mouth and other limbs as actuators 

๏ Robotic agent:  
• cameras and infrared range finder as sensors;  
• different motors as actuators 

๏ Q: describe some other agents: environment, sensor, actuator?



Agents and environments5

๏ Agent function: maps percept sequence to an action 

๏ Agent program: operates on a physical architecture to produce agent function f 

๏ Agent = architecture + program



Example: the vacuum-cleaner world

๏ Percepts: location and status, e.g., [A, dirty] 

๏ Actions: Left, Right, Suck, NoOp
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A vacuum-cleaner agent

๏ What is the right function? 

๏ Can it be implemented in a small agent program?
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Good Behaviour: The Concept of Rationality



Rational agent

๏ A rational agent does the right thing. 
• What does it means to do the right thing? 

๏ Performance measurement: An objective criterion of success for agent behavior 
• E.g., performance measure for a vacuum cleaner can be the volume of dirt picked up, the time 

taken, the electricity consumed, the noise produced, etc. 

๏ Definition of a rational agent:
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Task Environment: PEAS



Task environment: PEAS

๏ In designing an agent, first specify the task environment 

๏ PEAS: Performance, Environment, Actuators, Sensors 

๏ E.g.,
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Task environment: PEAS

๏ In designing an agent, first specify the task environment 

๏ PEAS: Performance, Environment, Actuators, Sensors 

๏ E.g.,

12



Task environment: PEAS13



Different Types of Environments



Types of environment

๏ Fully observable v.s. partially observable 
• Whether an agent’s sensors give it access to the complete state of the environment (that are 

relevant to the choice of action) at each point in time
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Types of environment

๏ Single agent v.s. multi agent 
• Q: driving car, single agent or multi agent? 
• Whether B’s behaviour is best described as maximizing a performance measure whose value 

depends on A’s behaviour. E.g., chess - competitive; driving - partially cooperative (drivers all 
avoid collisions).
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Types of environment

๏ Deterministic v.s. nondeterministic 
• Whether the next state of the environment is completely determined by the current state and 

the action executed by the agent(s)
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Types of environment

๏ Episodic v.s. sequential 
• In an episodic task environment, the agent’s experience is divided into atomic episodes. In 

each episode the agent receives a percept and then performs a single action. Crucially, the 
next episode does not depend on the actions taken in previous episodes.
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Types of environment

๏ Static v.s. dynamic 
• If the environment can change while an agent is deliberating, then we say the environment is 

dynamic for that agent; otherwise, it is static.
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if play with a clock: semidynamic 
(environment doesn’t change, but  

performance score changes with time)



Types of environment

๏ Discrete v.s. continuous 
• A number of distinct and clearly defined states and actions.
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Types of environment21

?



Types of environment22



The Structure of Agents



Agent functions and programs

๏ An agent is specified completely by the agent function which maps the sequence of perceived 
to actions 

๏ An agent function (or a small equivalence class) is rational 

๏ Goal: find a way to implement the rational agent function in a concise way 

๏ Table-driven agent: huge table, long time to build/search, hard to learn, …
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Types of the agent

๏ Simple reflex agents 

๏ Model-based reflex agents 

๏ Goal-based agents 

๏ Utility-based agents

25



Simple reflex agents26

Current percept 

Ignoring percept history 

Simple 

E.g., Vacuum environment

Work only if the env is 
fully observable 

What if partially 
observable?



Model-based reflex agents27

Internal state: keep track 
of the unseen world 

Transition model: how 
the world works 

Sensor model: how the 
world state is reflected in 

percepts

Model-based agent 

Knowing something 
about the current 
environment is not 
enough. What is the 
goal?



Goal-based agents28

Knowledge supports 
decision

Can have different ways 
to achieve the same 
goal. E.g., traveling. 

How to generate high-
quality behaviour?



Utility-based agents29

Utility 

Utility function: essentially 
an internalization of the 

performance measure

We have described 
various ways for 
selecting actions. 

But how the agent 
programs come into 
being? 

Build learning machines.



Learning agents30

Critic: how well the agent 
is doing 

Learning element: making 
improvements 

Performance element: 
selecting actions 

Problem generator: 
encouraging exploration

Reinforcement Learning!



Thanks! Q&A
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